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Abstract—There is memory impulse noise in urban 

outdoor/indoor mobile channels, underwater acoustic 

channels, powerline communications (PLC) channels, etc. 

The prior works about network performance evaluation in 

impulse noise channels considered both the impulse noise in 

the physical (PHY) layer and CSMA/CA in the media access 

control (MAC) layer but they used simpler memoryless 

impulse noise model. In this paper, we propose to use 3-D 

Markov chain and power iteration method to analyze the 

throughput of CSMA/CA protocols with finite queue and 

more general memory impulse noise. The numerical results 

show that when the impulse noise is strong (impulse noise to 

Gaussian noise ratio R=150), the normalized throughput 

would be significantly lower than the case without impulse 

noise (R=0). Therefore, throughput analysis considering the 

impulse noise effect is essential. 

 

Keywords—memory impulse noise, queuing analysis,  

carrier-sense multiple access  

I. INTRODUCTION 

The carrier-sense multiple access/collision avoidance 

(CSMA/CA) in medium access control (MAC) layer is 

widely used in Wi-Fi [1−3], IEEE 802.15.4 low-rate 

wireless personal area networks (WPAN) [4], Internet of 

Things (IoT) [5], powerline communications (PLC) [6]. 

Bianchi et al. [1] first proposed analysis of the Wi-Fi 

CSMA/CA protocol using Markov chain (MC) with 

infinite load and buffer length. One MC represented one 

station. It evaluated the heavy traffic performance. Liu et 

al. [2] analyzed the performance with finite queue and 

finite load where each station has the same finite load. It 

proposed a scheme to reduce the 3-D MC to 2-D one. 

Sutton et al. [3] extended to different finite loads and 

Rayleigh fading channels. Sutton et al. [5] considered IoT 

devices employing CSMA/CA protocol and their 

coexistence with other normal Wi-Fi users. 

There is impulse noise in many communication systems 
[7−9] such as urban wireless channels [10, 11], wireless 

IoT channels [12, 13], PLC channels [14, 15], etc. The 

impulse noise exists in wireless IoT systems [12, 13] and 

wired IoT such as PLC systems [16−18]. Bernoulli-

Gaussian (BG) model [6, 19−23] and Middleton Class A 

model [24−28] are common impulse noise models. 

However, they are memoryless and cannot represent 

memory impulse noise for several consecutive samples. 

Therefore, using Markov-Middleton model [29−31] and 

Markov-Gaussian model (MG) [32−36] can represent 

memory impulse noise. 

The CSMA/CA in the MAC layer and the impulse noise 

in the physical (PHY) layer was discussed separately in the 

networks with the impulse noise. CSMA/CA is commonly 

used in PLC networks [37−43]. Sheng et al. [37] combined 

time and frequency domain multiplexing for transmission 

in multi-channel. Mudriievskyi et al. [38] proposed 

CSMA-based backoff algorithm considering priority 

window used for narrowband (NB) PLC. Ben-Yehezkel et 

al. [39] surveyed MAC protocols including adaptive 

backoff (ADP), binary exponential backoff (BEB) and 

additive decrease-multiplicative increase (ADMI) to meet 

utilities requirement in smart-grid applications. Antonioli 

et al. [40] proposed real-time MAC protocol to enhance 

security and reliability of HomePlug GP, to reduce energy-

consumption. Yoon et al. [41] proposed CSMA/CA 

protocol for OFDM-based PLC system improves the 

system throughput. Sheng et al. [42] and Alvarez et al. [43] 

considered the hybrid PLC/wireless communications for 

IoT applications but considered the MAC layer only and 

did not consider the impulse noise the PHY layer. 

The previous papers considered either the PHY or MAC 

layer of the CSMA/CA protocol for the network in the 

impulse noise channel except [6, 42]. Reddy et al. [6] 
(infinite queue) and Sheng et al. [42] (finite queue) 
considered both the impulse noise in the PHY layer and 

CSMA/CA in the MAC layer but they used memoryless 

impulse noise model. In this paper, we proposed the 

queueing analysis of the CSMA/CA network with finite 

queue effect in the Markov Gaussian impulse noise 

channel. 

We make the following contribution: 

• We propose the power iteration algorithm in 

Algorithm 1 to directly solve the state probabilities of 

the 3-D MC and perform queueing analysis of 

CSMA/CA protocols with finite queue and memory 

impulse noise by the nature of the sparse matrix. For 

comparison, Liu et al. [2] and Sutton et al. [3] 

collapsed 3-D MC (queue length. backoff stage, 
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backoff counter) into 2-D one and did not consider 

the impulse noise. Reddy et al. [6] and Sheng et al. 

[42] analyzed performance with memoryless impulse 

noise. Our previous work [36] was not CSMA/CA 

mechanism. 

• The proposed scheme is simpler than [2] and 

considers the impulse noise which [2] did not 

consider. Specifically, in the queueing analysis in 

Table I, for faster convergence, we propose 

initializing the elements of v uniformly and for every 

offered load λ we use the last value of v and p for the 

previous offered load λ because adjacent offered 

loads should have close v and p. In addition, the 

proposed scheme does not need additional matrices 

B, C, D, and E computation/eigenvector 

finding/normalizing constant c finding and 

associated complexity. For example, normalizing 

constant c finding in Sec. IV B of [2] involved 3-D 

sum over queue length. backoff stage, and backoff 

counter. 

  The rest of this paper is organized as follows. Section 

II is the system model. Section III is the proposed power 

iteration algorithm for queueing analysis by 3-D Markov 

model. Section IV is the numerical result. Section V is the 

conclusion. 

II. SYSTEM MODEL 

We first describe the impulse noise model in subsection 

A, then the packet correct probability in subsection B, and 

finally the 3D queueing model in subsection C.  

A. . Markov Gaussian Channel (Memory Impulse Noise) 

Model 

The Markov-Gaussian noise model of two states is 

shown as Fig. 1. Markov Gaussian channel is a hybrid two 

state Markov chain and generated by a Gaussian process. 

The channel state state1 represents the Gaussian noise only, 

and the channel state state2 represents the impulse noise. 

Markov Gaussian channel model describes the burst nature 

of the channel. First, we assume that the received signal: 

𝑦 = 𝑥 + 𝑛       (1) 

where x is the transmitted signal with bit energy 𝐸𝑏 , n is 

the noise. Then, the probability density functions (PDF) of 

n are as followings: 

𝑃(𝑛 | 𝑠𝑡𝑎𝑡𝑒1) =
1

√2𝜋𝜎𝐺
2

𝑒𝑥𝑝 {
|𝑛|2

2𝜎𝐺
2}                 (2) 

𝑃(𝑛 |𝑠𝑡𝑎𝑡𝑒2) =
1

√2𝜋𝑅𝜎𝐺
2

𝑒𝑥𝑝 {
|𝑛|2

2𝑅𝜎𝐺
2}               (3) 

where 𝜎𝐺
2  is the Gaussian noise variance, and R is the 

power ratio between the impulse noise and the Gaussian 

noise. The SNR is defined as 
𝐸𝑏

𝜎𝐺
2   . 

The channel state transition probabilities can be 

expressed as: 

𝑃𝑗"|𝑗 = 𝑃(𝑠𝑡𝑎𝑡𝑒∗|𝑠𝑡𝑎𝑡𝑒)  𝑠𝑡𝑎𝑡𝑒, 𝑠𝑡𝑎𝑡𝑒∗ ∈ {1,2}     (4) 

where 𝑠𝑡𝑎𝑡𝑒∗ is the next state. 

𝐌 is the matrix of state transition probabilities of the 

MG channel: 

M = [
𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒1 𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2

𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1 𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒2
]              (5) 

And M must satisfy: 

{
𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒1 + 𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1 = 1

𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2 + 𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒2 = 1
}            (6) 

In this paper, we let M be the same as [20, 32, 36] 

𝐌 = [
0.99 0.09
0.01 0.91

]                             (7) 

Then, channel state probability 𝐏 =
[Pstate1 Pstate2]𝑻can be found by 

{
𝐏 = 𝐌𝐏

𝑃𝑠𝑡𝑎𝑡𝑒1 + 𝑃𝑠𝑡𝑎𝑡𝑒2 = 1
}                        (8) 

And it can be expressed as: 

  𝑃𝑠𝑡𝑎𝑡𝑒1 =
𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2

𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1+𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2
           (9) 

𝑃𝑠𝑡𝑎𝑡𝑒2 =
𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1

𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1+𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2

              (10) 

P𝑠𝑡𝑎𝑡𝑒1 P𝑠𝑡𝑎𝑡𝑒2

P𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒2P𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒1

P𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1

P𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2

 

Figure 1. The diagram of two-state Markov chain  channel 

ω is the channel memory parameter and defined as 

ω =
1

𝑃𝑠𝑡𝑎𝑡𝑒2|𝑠𝑡𝑎𝑡𝑒1+𝑃𝑠𝑡𝑎𝑡𝑒1|𝑠𝑡𝑎𝑡𝑒2
                    (11) 

Based on the Markov Gaussian channel model, we 

could compute packet error probability in the following 

subsection B. 
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Figure 2. The 3-D Markov chain queueing model. 

B. Packet Correct Probability 

The bit error probability 𝑃𝑒𝑟𝑟𝑜𝑟_𝑏𝑖𝑡 modified from [36, 

44]: 

𝑃𝑒𝑟𝑟𝑜𝑟_𝑏𝑖𝑡(𝑠𝑡𝑎𝑡𝑒1) = 𝑄(√𝑆𝑁𝑅)              (12) 

𝑃𝑒𝑟𝑟𝑜𝑟_𝑏𝑖𝑡(𝑠𝑡𝑎𝑡𝑒2) = 𝑄(√
𝑆𝑁𝑅

𝑅
)                (13) 

where  

𝑄(𝑥) =
1

√2𝜋
∫ exp (−

𝑢2

2
)𝑑𝑢

∞

𝑥
                  (14) 

We can find the mean of bit error probability 𝑃𝑒𝑟𝑟𝑜𝑟_𝑏𝑖𝑡 

and the mean of packet correct probability 𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡 

as follows: 

𝑃𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑡
= 𝑃𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑡

(𝑠𝑡𝑎𝑡𝑒1)𝑃𝑠𝑡𝑎𝑡𝑒1 + 

𝑃𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑡
(𝑠𝑡𝑎𝑡𝑒2)𝑃𝑠𝑡𝑎𝑡𝑒2                    (15) 

𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = ∑ 𝑐

𝑙=0
(

𝐿𝑝𝑎𝑐𝑘𝑒𝑡

𝑙
) (𝑃𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑡)

𝑙
 

(1 − 𝑃𝑒𝑟𝑟𝑜𝑟𝑏𝑖𝑡)
𝐿𝑝𝑎𝑐𝑘𝑒𝑡 −𝑙

                     (16) 

where 𝐿𝑝𝑎𝑐𝑘𝑒𝑡 is packet length, and c is the number of bits 

the channel code can correct. If the packet has no more c 

bits in error, the packet transmission is successful. 

 

C. . 3-D CSMA/CA Markov Chain Queueing Model 

 

In this subsection, we briefly describe 3-D CSMA/CA 

MC queueing model in [2]. For details, the readers are 

referred to [2]..The only differences from the model in [2] 

is: 

⚫  (18) and (19) are corrected, (20) and (21) are 

unchanged, the boundaries of (22)(23) are 
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corrected. 

⚫ The physical layer parameters, such as the mean of 

packet correct probability 𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡 in 

subsection B, are different because the physical 

layer now have impulse noise  

 

The 2-D CSMA/CA MC model [1] has 2-turple (𝑖, 𝑘) in 

each 802.11 station. But we consider each station with a 

finite buffer under finite load, so we should use to 3-D 

CSMA/CA Markov chain queueing model with 3-turple 

(ℎ, 𝑖, 𝑘) [2]. where h, represents the queue occupying ratio, 

0 ≤ h ≤ 𝐿𝑞, where 𝐿𝑞 is the largest length of queue length, 

𝑖  is used to model the backoff stage, m is maximum 

contention window exponent, s is maximum times that a 

packet can retransmit, and they follow 0 ≤ 𝑖 ≤ 𝑚 ≤ 𝑠. k 

is used to model the backoff counter 0 ≤ k < 𝑊𝑖, and 𝑊𝑖 

is: 

𝑊𝑖 = 2min (𝑖,𝑚)𝑊0                            (17) 

where 𝑊0 is the initial contention windows size. 

The 3-D MC is shown in Fig. 2. 𝑞𝑇 is the probability 

which the packet arrives during each transmission state. q 

is the probability which a packet arrives during each 

backoff state. p is the probability of a single transmission 

failure. 

The station has a packet arrival, if the channel is not free 

during the distributed interframe space (DIFS) interval, a 

backoff is initialized with uniform probability distribution 

as follow: 

𝑃[(1,0, 𝑘)|(𝑖𝑑𝑙𝑒)] =  
𝑝𝑞

𝑊0
,        1 ≤ 𝑘 < 𝑊0,       (18) 

Otherwise  

𝑃[(1,0,0)|(𝑖𝑑𝑙𝑒)] = (1 − 𝑝)𝑞 +
𝑝𝑞

𝑊0
           (19) 

At backoff stage when queue occupancy does not 

change or increase.  

𝑃[(ℎ, 𝑖, 𝑘 − 1)|(ℎ, 𝑖, 𝑘)] = 1 − 𝑞             (20) 

 

𝑃[(ℎ + 1, 𝑖, 𝑘 − 1)|(ℎ, 𝑖, 𝑘)] = 𝑞              (21) 

 

If the station transmits successfully when backoff 

counter equals to zero and a new packet arrival or does not.  

 

𝑃[(ℎ − 1,0, 𝑘)|(ℎ, 𝑖, 0)] =
(1−𝑝)(1−𝑞𝑇)

𝑊0
            (22) 

𝑃[(ℎ, 0, 𝑘)|(ℎ, 𝑖, 0)] =
(1−𝑝)𝑞𝑇

𝑊0
                   (23) 

In contrast, if the station transmits unsuccessfully when 

backoff counter equals to zero and a new packet arrival or 

does not.  

𝑃[(ℎ, 𝑖 + 1, 𝑘)|(ℎ, 𝑖, 0)] =
𝑝(1−𝑞𝑇)

𝑊𝑚𝑖𝑛 (𝑖+1,𝑚)
          (24)                    

𝑃[(ℎ + 1, 𝑖 + 1, 𝑘)|(ℎ, 𝑖, 0)] =
𝑝𝑞𝑇

𝑊𝑚𝑖𝑛 (𝑖+1,𝑚)
       (25) 

At the final backoff stage, the state transits back to 

backoff stage-0, with a new packet arrival or does not.  

𝑃[(ℎ − 1,0, 𝑘)|(ℎ, 𝑠, 0)] =
1−𝑞𝑇

𝑊0
               (26)                              

𝑃[(ℎ, 0, 𝑘)|(ℎ, 𝑠, 0)] =
𝑞𝑇

𝑊0
                      (27) 

If the backoff counter is not 0. At 0 < 𝑘 < 𝑊𝑖: 

𝑃[(𝐿𝑞 , 𝑖, 𝑘 − 1)|(𝐿, 𝑖, 𝑘)] = 1                (28)                               

If queue is full during backoff counter equals zero, the 

station transmits successfully or unsuccessfully. At 0 ≤
𝑖 < s : 

𝑃[(𝐿𝑞 − 1,0, 𝑘)|(𝐿𝑞 , 𝑖, 0)] =
(1 − 𝑝)(1 − 𝑞𝑇)

𝑊0
, 

0 ≤ 𝑘 < 𝑊0                               (29) 

𝑃[(𝐿𝑞, 0, 𝑘)|(𝐿𝑞 , 𝑖, 0)] =
(1 − 𝑝)𝑞𝑇

𝑊0
, 

0 ≤ 𝑘 < 𝑊0                               (30) 

𝑃[(𝐿𝑞, 𝑖 + 1, 𝑘)|(𝐿𝑞, 𝑖, 0)] =
𝑝

𝑊𝑚𝑖𝑛(𝑖+1,𝑚)
, 

0 ≤ 𝑘 < 𝑊𝑚𝑖𝑛 (𝑖+1,𝑚)                      (31) 

If no packet is in queue, the station is waiting new packet 

arrival.  

𝑃[(0,0, 𝑘 − 1)|(0,0, 𝑘)] = 1 − 𝑞               (32)  

𝑃[(1,0, 𝑘 − 1)|(0,0, 𝑘)] = 𝑞                  (33) 

If the state is (0,0,0), the station is waiting new packet 

arrival as follows: 

𝑃[(0,0, 𝑘)|(0,0,0)] =
(1−𝑝)𝑞

𝑊0
,           (34) 

𝑃[(1,1, 𝑘)|(0,0,0)] =
𝑝𝑞

𝑊1
   ,  

0 ≤ 𝑘 < 𝑊1                               (35) 

If the state return to the idle state  

𝑃[(𝑖𝑑𝑙𝑒)|(0,0,0)] = 1 − 𝑞                   (36) 
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𝑃[(𝑖𝑑𝑙𝑒)|(𝑖𝑑𝑙𝑒)] = 1 − 𝑞                    (37) 

𝑊𝑖 = 2𝑚𝑖𝑛 (𝑖,𝑚)𝑊0                            (38) 

III. THE PROPOSED POWER ITERATIVE ALGORITHM FOR 

QUEUEING ANALYSIS BY 3-D MARKOV CHAIN 

The analysis is different from that in [2]. Liu et al. [2] 

did not consider the impulse noise and collapsed 3-D 

Markov model into 2-D one which involved additional 

matrices B, C, D, and E computation/eigenvector 

finding/normalizing constant c finding and associated 

complexity. For example, normalizing constant c finding 

in Section IV B of [2] involved 3-D sum over queue length. 

The proposed scheme considers the impulse noise and is 

conceptual simpler than [2] because it does not involve 

additional computation mentioned above. 

We consider the impulse noise, so we derive the new 

value of qT (the probability that a packet arrives during 

each transmission state), q (the probability that a packet 

arrives during each backoff state),  and p (the probability 

of a single transmission failing). For a symmetric network 

with N stations, the probability of single transmission 

failing p depends on τ of the other N-1 stations: 

𝑝 = 1 − (1 − 𝜏)𝑁−1                           (39) 

where τ is the probability that the station transmits 

(whether it is successful or not) 

𝜏 = 1 − (1 − 𝑝)
1

𝑁−1                        (40) 

We calculate 𝜏 from v computed by the power iteration 

algorithm in Algorithm 1 through summing the 

probabilities of all states when the backoff counter equals 

to 0. 

The normalized offered load (packet/packet duration) λ 

is defined: 

𝜆 = 𝑁𝑟𝑞𝑇𝑝𝑎𝑐𝑘𝑒𝑡                                  (41) 

where 𝑟𝑞. is arrival rate of packets  and 𝑇𝑝𝑎𝑐𝑘𝑒𝑡 is the time 

spent transmitting payload data (sec) 

𝑞𝑇 , the probability that a packet arrives during each 

transmission state. is defined as : 

𝑞𝑇 = 𝑚𝑖𝑛 (𝑟𝑞𝐸𝑠|𝑇𝑥 ,1)                            (42) 

where  𝐸𝑠|𝑇𝑥 , expected time that station is attempting 

transmission , is 

𝐸𝑠|𝑇𝑥 = 𝑃𝑠|𝑇𝑥 ∗ 𝑇𝑠𝑢𝑐𝑐𝑒𝑠𝑠 + (1 − 𝑃𝑠|𝑇𝑥)𝑇𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛    (43) 

where 𝑇𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 is the time taken of a collision, 𝑇𝑠𝑢𝑐𝑐𝑒𝑠𝑠 is 

the total transmission time of one successful packet, and 

𝑃𝑠|𝑇𝑥  is the probability of any station in the network 

producing a successful transmission  

𝑃𝑠|𝑇𝑥 = (1 − 𝜏)𝑁−1𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅                (44) 

where 𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  is the mean of packet correct 

probability. 

q, the probability that a packet arrives during each 

transmission state., is defined as: 

𝑞 = 𝑚𝑖𝑛(𝑟𝑞𝐸𝑠,𝑁−1 , 1)                              (45) 

To obtain 𝐸𝑠,𝑁−1 , expected time taken per 3-D MC 

queueing model state for 𝑁 − 1 stations system, we first 

consider 𝐸𝑠,𝑁 , the expected time spent per 3-D Markov 

chain queueing model state for 𝑁 stations system, 

𝐸𝑠,𝑁 = 𝑃𝑛𝑜𝑇𝑥,𝑁𝜎 + 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠,𝑁𝑇𝑠𝑢𝑐𝑐𝑒𝑠𝑠 

+𝑃𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛,𝑁𝑇𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛                         (46) 

PnoTxN, probability that no station is transmitting for the 

N stations system, Psuccess,N,  probability when any station 

transmits successfully for the N stations system, and 

Pcollision,N,  probability when there is a collision due to two 

or more stations transmit simultaneously for N stations 

system, are defined respectively as: 

𝑃𝑛𝑜𝑇𝑥,𝑁 = (1 − 𝜏)𝑁                             (47) 

𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠,𝑁 = 𝑁𝜏(1 − 𝜏)𝑁−1𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅        (48)                      

𝑃𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛,𝑁 = 1 − 𝑃𝑛𝑜𝑇𝑥,𝑁𝑒
− 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠,𝑁           (49) 

Then, we similarly obtain 𝐸𝑠,𝑁−1 ,  PnoTx,N−1 , 

 Psuccess,N−1 and Pcollision,N−1 for N-1 stations system to be 

used for q: 

𝐸𝑠,𝑁−1 = 𝑃𝑛𝑜𝑇𝑥,𝑁−1𝜎 + 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠,𝑁−1𝑇𝑠𝑢𝑐𝑐𝑒𝑠𝑠            

+𝑃𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛,𝑁−1𝑇𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛                    (50) 

𝑃𝑛𝑜𝑇𝑥,𝑁−1 = (1 − 𝜏)𝑁−1                              (51) 

𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠,𝑁−1 = (𝑁 − 1)𝜏(1 − 𝜏)𝑁−2𝑃𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑝𝑎𝑐𝑘𝑒𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅   (52)                   

𝑃𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛,𝑁−1 = 1 − 𝑃𝑛𝑜𝑇𝑥,𝑁−1 − 𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠,𝑁−1    (53)                      

And throughput can be calculated:  

𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝑇𝑝𝑎𝑐𝑘𝑒𝑡

𝐸𝑠,𝑁
                      (54) 
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Table I is the proposed power iterative algorithm to 

solve 3-D MC to analyze the throughput and delay. 

Originally, power iteration is one of PageRank calculation 

method [45, 46]. PageRank was used to rank web pages in 

Google search outcomes.  

First, define v as 1-D vector of probabilities of all 

CSMA/CA states, and A is the state transition probability 

matrix, In A, the sum of each column must equal to one 

and ‖v‖=1. And it must satisfy 

𝒗 = 𝑨𝒗                                    (55) 

 
Algorithm 1. The Proposed Power Iteration Algorithm 

Initialization: 

Let each element of v be equal to: 
1

number of elements of 𝐯
 . 

Let p be a small value , the normalized offered load 𝜆 is a small value. 

Note: uniformly initialization of each element of v for faster 

convergence a 

Loop: 

 1:for each 𝜆: 

 2:    repeat 

 3:        calculate 𝑞𝑇, q, and find 𝐀. 

 4:        repeat   

 5:            𝐯 = 𝐀𝐯 

 6:        until v converge 

 7:        use v to calculate 𝜏, and find new p 

 8:    until p converges 

 9:    calculate throughput 

10:endfor 

Note: at every loop 𝜆, we use the last value (previous 𝜆) of v and p and 

can significantly reduce the number of iterations and run much faster. 

As shown above, we don’t re-initialized value of v and p. 

 

TABLE I. THE ANALYSIS AND SIMULATION PARAMETERS 

Parameter Value 

STA (the number of 

stations) 
20 

N 10 

Lpacket 8192(bits) 

Data rate 11(Mbps) 

Tpacket Lpacket/ Data rate 

s (maximum 

retransmission) 
7 

Slot time 20μs 

DIFS 50μs 

SIFS 10μs 

Lq 50 

RTS 160μs 

CTS 112μs 

ACK 112μs 

CWmin 32 

CWmax 1024 

SNR 30 dB 

Tsuccess DIFS+RTS+3SIFS+CTS+Tpacket+ACK 

Tcollision DIFS+RTS 

R 150 

𝜔 10 

 

If v=Av, equation is established, and then (I-A)v=0, 

where I is an identity matrix. It is a linear dependence 

equation, so it has more than one solution. However, ‖v‖=1 

and the sum of each column of A is equal to one, so it has 

unique solution. 

IV. NUMERICAL RESULTS 

The simulation parameters are the same as IEEE 

802.11b specification, as shown in Table I. The channel 

memory parameters 𝜔 = 10, the channel state probability 

𝑃𝑠𝑡𝑎𝑡𝑒1=0.9, 𝑃𝑠𝑡𝑎𝑡𝑒2=0.1, and the channel state transition 

probabilities matrix A are same as [20, 32].  

𝐀 = [
0.99 0.09
0.01 0.91

]                           (56) 

For SNR=30dB, the simulation and numerical results 

of the throughput for different R, R=0, 50, 100, 150 is 

shown in Figs. 3−6, respectively. 

In Fig. 3, when the ratio of impulse noise over Gaussian 

noise R=0 (without impulse noise), our numerical results 

are those of the classical scheme in [2] which assume no 

impulse noise. In other words, Scheme in [2] is a special 

case (R=0) of our proposed scheme. In Figs. 4−6, where 

the ratio of impulse noise over Gaussian noise 

R=50,100,150, respectively, we can see that  for larger 

impulse noise (larger R), the throughput is lower. 

 

 
Figure 3. Simulated/numerical throughput without impulse noise (the 

ratio of impulse noise over Gaussian noise R=0). our simulation results 

and numerical results are those of the classical scheme in [2] which 

assume no impulse noise. In other words, Scheme in [2] is a special case 

(R=0) of our proposed scheme. 

 

Figure 4. Simulated/numerical throughput for R=50. 
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Figure 5. Simulated/numerical throughput for R=100. 

  

 
Figure 6. Simulated/numerical throughput with impulse noise R=150. 

A. The Complexity Analysis 

The matrix A is sparse. The A has {1 + 𝑊0 +

Lq𝑊0[(𝑠 − 𝑚 + 2)2𝑚 − 1]}
2

 elements, and the number 

of non-zero elements is  (2Lq − 1)[(s − m + 2)2𝑚+1 −

s − 1] + (2Lqs − 4𝐿𝑞 + 9)𝑊0. According to the analysis 

and simulation parameters in Table I (similar to IEEE 

802.11b and [2]), the A has 4.1304e+10 elements and has 

only 826504 non-zero elements, so the compression ratio 

is 2.0010e-5, it is very sparse. We can use sparse matrix to 

significantly reduce the time complexity and space 

complexity. 

B. Related Discussions on Numerical Results 

In [6, 42] they considered throughput analysis of 

CSMA/CA mechanism with memoryless impulse noise in 

PLC. Tseng et al. [36] analyzed and simulated the 

throughput of DS CDMA/unslotted ALOHA networks 

with Markov Gaussian memory impulse noise but not the 

CSMA/CA protocol. Unlike previous research [6, 36, 42], 

in this paper, we propose 3-D CSMA/CA Markov chain 

queueing model to analyze CSMA/CA mechanism with 

Markov Gaussian memory impulse noise and finite queue 

effect for PLC networks. We propose to use the sparse 

matrix and power iteration algorithm to reduce the time 

complexity and the space complexity of the throughput 

analysis.  

The numerical results show that when the impulse to 

Gaussian noise ratio R increases, the throughput decreases 

especially when strong impulse noise R=150 (simulated 

normalized throughput=0.5). In Fig. 6, the gap between 

analytical and simulated throughput is larger because we 

approximate the bit error probability under the impulse 

noise by the mean of it as shown in Eq. (15)−Eq. (16). We 

would have a 4-D Markov chain if we take the state of the 

impulse noise into consideration. The price of 

approximation is the accuracy loss at R=150. One future 

direction is to extension to 4-D Markov chain model to get 

accurate analyzed throughput, Besides, another future 

research direction is to consider CSMA/CA and more 

advanced PHY layer technology such as multiple-input 

multiple-output (MIMO) for higher throughput in beyond 

5G communication systems [47−53]. 

V. CONCLUSION 

In this paper, we propose 3-D CSMA/CA Markov 

chain queueing model to analyze CSMA/CA mechanism 

with Markov Gaussian impulse noise and finite queue 

effect for PLC networks. We propose to use the sparse 

matrix and power iteration algorithm to reduce the time 

complexity and the space complexity of the throughput 

analysis. The results show that when there is strong 

memory impulse noise (R=150), the simulated normalized 

throughput would be significantly lower than the case 

without impulse noise (R=0). Therefore, throughput 

analysis considering the impulse noise effect is essential. 

The research limitation of this paper is that we restrict to 

3-D Markov chain for throughput analysis in this paper, so 

the deviation of simulated and analyzed normalized 

throughput is notably larger when the intensity of impulse 

noise is large.  
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