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Abstract—Recently, control and coordination of a 
set of autonomous mobile robots has been paid a lot of 
attentions, because the cooperation of simple robots 
offers several advantages, such as redundancy and 
flexibility, and allows performing hard tasks that 
could be impossible for one single robot. There are a 
lot of interesting applications of multiple robots, such 
as satellite exploration and surveillance missions.  

The characteristic of simplicity of mobile robots 
brings potential wide applications; however this 
characteristic also lead to crash with higher 
probability during cooperation, especially in harsh 
environment. Surprisingly, only few researches 
consider the fault tolerance of mobile robots, 
especially for dynamic coordination application---
robot flocking. 

In this paper, we summarize the existed flocking 
algorithms and discuss their characteristics. Then we 
briefly described our fault tolerant flocking 
algorithms in different models. Finally we proposed 
the potential future research directions for dynamic 
flocking of a group of mobile robots. In all, this work 
can provide a good reference for the researchers 
working on dynamic cooperation of robots in 
distributed system.  
 
 
Index Terms—Mobile robots, fault tolerance, flocking, 
formation generation, collision avoidance 
 

I.  INTRODUCTION 

Mobile robots cooperating in groups offer several 
advantages, e.g., redundancy and flexibility, and can 

sometimes perform tasks that would be impossible for 
one single robot. Recent advances in robotics have started 
making it feasible to deploy large numbers of inexpensive 
robots for tasks. For instance, among many other 
applications, it is becoming increasingly attractive to 
consider a group of mobile robots as a way to provide 
support for rescue and relief during or after a natural 
catastrophe (e.g., earthquake, tsunami, cyclone, volcano 
eruption). As a result, research on mechanisms for 
coordination and self-organization of mobile robot 
systems is beginning to attract considerable attention (e.g, 
[1, 6, 7, 15, 31-34]) (see Fig. 1).  

 

 
Fig. 1. An application of robots cooperation to explore 

the unknown planet. 
 

For such operations, relying on a group of simple 
robots for delicate operations has various advantages over 
considering a single complex robot. For instance, first it 
is usually more cost-effective to manufacture and deploy 
a number of cheap robots rather than a single expensive 
one; then, higher number yields better potential for a 
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system resilient to individual robot failures; third, smaller 
robots have obviously better mobility in tight and 
confined spaces, and the last but the least, a group can 
survey a larger area than an individual robot, even if the 
latter is equipped with better sensors.  

Flocking is a form of collective behavior of large 
number of interacting agents with a common group 
objective [36]. For many decades, scientists from rather 
diverse disciplines including animal behavior, physics 
and biophysics, social sciences, and computer science 
have been fascinated by the emergence of 
flocking/swarming/schooling in groups of agents via local 
communication. Examples of these agents include birds, 
fish, penguins, ants, bees, and crowds. In detail, robot 
flocking is the ability of a group of robots to move in 
formation and to preserve it while moving, like a flock of 
birds or insects (see Fig. 2). Concretely, simple robots are 
allowed to move, with basic rules governing their 
movement. The moving in formation has many 
applications, for instance, transporting large objects, 
exploring hazardous areas and surveillance. 
 

 
 

Fig. 2. A group of birds moving together, staying close to 
each other and keeping some desired formation while 

moving. 
 

Since many applications of cooperative robotics 
consider cheap robots dwelling in hazardous 
environments, fault tolerance is of primary concern. 
While, to the best of our knowledge, only a few work 
discussed fault tolerance of flocking of mobile robots in 
recent years, e.g., [38, 39].  

Specially in flocking applications, all robots coordinate 
to generate a certain formation. If some robots are 
crashed, the other robots can not distinguish alive robots 
in waiting state from the crashed ones (The crashed robot 
will stop working and never recover.). Thus, the desired 
formation with the current robots can not maintain while 
moving. Therefore, it is necessary to find a method that 
can distinguish the correct robots in waiting state from 
the crashed ones. Yoshida et al. [13] proposed a fault-
tolerant algorithm to select the active mobile robots from 
a group of mobile robots. Unfortunately, the authors only 
considered initial crash faults of robots, i.e., a faulty robot, 
which makes no motion from the beginning of execution 
of the algorithm.  

II. FLOCKING PROBLEM  

Informally, flocking is the formation and maintenance 
of a desired pattern 1 while moving, by a team of mobile 
robots. In most of research, a leader-followers approach 
[12] is considered. That is, at any time, there exists a 
robot leader in the system to lead the other robots, called 
followers. This leader is elected and known by the other 
robots in the system. In other words, the followers just 
need to follow the leader wherever it goes, and to keep 
the given formation while moving. More formal 
definition of flocking is proposed in [5]. 
   Considering from the computational viewpoint, there 
are a number of fundamental questions that have inspired 
this work:  
 

1. How do all robots work to satisfy the above three 
rules in distributed way?  

2. How do robots in flocks perform obstacle avoidance?  
3. How do robots form into a desired formation and 

maintain it during flocking?  
4. What is the minimum assumption that needs to 

make robots flock?  
5. What happens if some robots are crashed?   

 
For question 1-4, there are some recent studies. 

However, for question 5, most of work did not consider 
this case. Following these questions, the other question 
may arise, such as how a robot knows other robots are 
correct or crashed, and how the remaining correct 
robots effectively cooperate each other. Take these 
questions in mind, in the following we analyze the 
existed robots flocking algorithm. Then we try to find 
the solution and potential direction of the topic.  
 

III. EXISTED ROBOTS FLOCKING ALGORITHMS AND 

DISCUSSION 

The flocking problem has been long studied in various 
perspectives. Studies can be found in different disciplines, 
from artificial intelligence to engineering [2, 5, 9, 12].  

In 1986, Reynolds introduced three heuristic rules to 
lead to creation of the first computer animation of 
flocking [30]. Here are three quotes from [30] that 
describe these rules:  

 Flock Centering: attempt to stay close to nearby 
flockmates 

 Obstacle Avoidance: avoid collisions with 
nearby flockmates 

 Velocity Matching: attempt to match velocity 
with nearby flockmates 

Let us mention that these rules are also known as 
cohesion, separation, and alignment rules in the literature. 

In natural systems, flocking algorithms were designed 
based on behavioral patterns that can be found in bees, 
flies, frogs, birds, fish, ants, for instance [30]. His work 
demonstrated that flocking is an example of emergent 
behavior arising from simple rules.  

Since his contribution, many flocking strategies have 
reported in the field of swarm robotics. These strategies 
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can be classified into global and local perspective 
strategies. As a global perspective strategy, Carpin and 
Parker [21] introduced a cooperative leader-follower 
approach that could handle a heterogeneous team with 
different types of sensors using communications. As an 
extension of Carpin and Parker [21], Parker et al. [29] 
introduced a tightly-coupled navigation assistance 
approach by a leader with rich sensing capability as the 
central figure of a robot team. Such strategies make the 
leader more costly and the team becomes less robust to 
the failure of the leader.  More recently efforts have been 
made to reproduce this type of behavior in artificial 
systems, where solutions are designed using heuristics 
[35]. 

Hayes and Dormiani-Tabatabaei [8] studied the 
flocking problem using the principles of swarm 
intelligence. In particular, they provided a leader-less 
flocking algorithm that is more conductive to 
implementation in embodied agents. The key point of 
their algorithm is that it uses the time derivative of the 
perceived center of the flock to align the robots without 
explicit knowledge of robot heading.  

Another approach for the flocking problem is the 
control theory approach [11]. With this approach, each 
robot has to follow certain control laws to converge to a 
stable state. For instance, Saber and Murray [9] provided 
a dynamic graph theoretic framework that enables the 
modeling flocking agents in the presence of obstacles. 
Zhang et al. [11] also considered fault tolerant formation 
control of Unmanned Air Vehicles (UAV). In particular, 
they provided a fault tolerant control scheme to deal with 
global position system (GPS) sensor failure and wireless 
communication packet losses. Moreover, they studied the 
effectiveness of their solution by conducting simulations 
in a wireless network environment for real-time 
formation flights. In [36], the author presented a 
theoretical framework for design and analysis of 
distributed flocking algorithms. Two cases of flocking in 
free-space and presence of multiple obstacles are 
considered.  

Recently, there are a few works which address flocking 
issue from a computational viewpoint. The first such 
study was by Eervai and Prencipe [5]. In their work, the 
authors first provided a formal definition for the flocking 
problem based on a leader-followers approach. The 
authors proposed a flocking algorithm that applies to 
formations that are symmetric with respect to the 
movement of the leader without an agreement on a 
common coordinate system (except the unit distance). 
Coble and Cook [4] considered the case when robots can 
communicate between each other by exchanging 
messages. In particular, they applied a symbolic machine 
learning approach to deal with uncertainties in 
communication among autonomous robots. In other 
words, they provided a set of attributes that a robot needs 
to consider when determining whether its neighbors have 
been destroyed or it is temporarily obstructed from 
communication. In the leader-follower method, a robot is 
selected as the moving reference point.  Gervasi and 
Prencipe [5] proposed a computational solution based on 

CORDA [16] with weak assumptions such as asynchrony, 
anonymity, no memory and a simple behavior cycle. In 
their study, all followers generate a geometric pattern 
symmetrically with respect to the pre-selected leader. 
Balch and Arkin [28] studied a paradigm of reactive 
behaviors for four formation patterns, where the robots 
were assigned their role such as the leader or the follower 
with a unique ID.  

On the other hand, local perspective strategies can be 
divided into the leaderless method, where a specific robot 
is not assigned to conduct its robot swarm, and the leader-
follower method, according to implementation method. 
The leaderless methods are based on interactions between 
individual robots mostly inspired by evidence from 
biological systems or natural phenomena. These ideas 
were mostly borrowed from the physical phenomena or 
organism of animals and insects in nature [22-23], or 
behavior-based approaches [24]. Folino and Spezzano [25] 
proposed a parallel spatial clustering algorithm 
combining a smart exploratory method with a density-
based cluster algorithm to discover clusters of arbitrary 
shape and size in spatial data. Shimizu et al. [26] 
introduced emergent behaviors for two dimensional 
modular robots reconfigurating their geometric shape 
based on coupling between a connectivity control 
algorithm and nonlinear oscillators. Another leaderless 
approach based on local interactions is presented in [10, 
27].  

Gervasi and Prencipe [5] have proposed a flocking 
algorithm for robots based on a leader-followers model, 
but introduce additional assumptions on the speed of the 
robots. In particular, they proposed a flocking algorithm 
for formations that are symmetric with respect to the 
leader's movement, without agreement on a common 
coordinate system (except for the unit distance). However, 
their algorithm requires that the leader is distinguished 
from the robot followers. 

Canepa and Potop-Butucaru [12] proposed a flocking 
algorithm in an asynchronous system with oblivious 
robots. First, the robots elect a leader using a probabilistic 
algorithm. After that, the robots position themselves 
according to a specific formation. Finally, the formation 
moves ahead. Their algorithm only lets the formation 
move straight forward. Although the leader is determined 
dynamically, once elected it can no longer change. In the 
absence of faulty robots, this is a reasonable limitation in 
their model. 

IV. FAULT TOLERANT FLOCKING  

In this section, we introduced the famous system models 
and summarized the existed fault tolerant flocking 
algorithms. Currently, there are two famous system 
model, called asynchronous model (CORDA model) and 
semi-synchronous model (Suzuki-Yamashita model).   
Based on the different system model, two kinds of fault 
tolerant algorithms were proposed.  
 

 A. System Model  
(1) CORDA model 

JOURNAL OF COMMUNICATIONS, VOL. 5, NO. 1, JANUARY 2010 33

© 2010 ACADEMY PUBLISHER



 

 

First, we introduce the CORDA model proposed by 
Prencipe [16]. The system consists of a set of 
autonomous mobile robots }.,,{ 1 nrrR L=  A robot is 

modeled as a unit having computational capabilities, and 
which can move freely in the two-dimensional plane. 
Robots are seen as points on the plane. 

In addition, they are equipped with sensor capabilities 
to observe the positions of the other robots, and form a 
local view of the world. 

The local view of each robot includes a unit of length, 
an origin, and the directions and orientations of the two x 
and y coordinate axes. In particular, we assume that 
robots have a partial agreement on the local coordinate 
system. Specifically, they agree on the orientation and 
direction of one axis, say y. Also, they agree on the 
clockwise/counterclockwise direction. The robots are 
completely autonomous. Moreover, they are anonymous, 
in the sense that they are a priori indistinguishable by 
appearance. Furthermore, there is no direct means of 
communication among them. 

In the CORDA model, robots are totally asynchronous. 
The cycle of a robot consists of a sequence of events: 
Wait-Look-Compute-Move. 
• Wait. A robot is idle. A robot cannot stay 

permanently    idle. At the beginning all robots are 
in Wait state. 

• Look. Here, a robot observes the world by 
activating its sensors, which will return a snapshot 
of the positions of the    robots in the system. 

• Compute In this event, a robot performs a local 
computation according to its deterministic 
algorithm.     The algorithm is the same for all 
robots, and the result of the compute state is a 
destination point. 

• Move. The robot moves toward its computed 
destination. The robot moves toward its computed    
destination, but the distance it moves is 
unmeasured; neither infinite, nor infinitesimally 
small. Hence, the robot can only go towards its 
goal, but the move can end anywhere before the 
destination. 

In the model, there are two limiting assumptions 
related to the cycle of a robot.  
 
Assumption 1: It is assumed that the distance 
travelled by a robot r in a move is not infinite. 
Furthermore, it is not infinitesimally small: there 
exists a constant 0,Δ r >  such that, if the target point 

is closer than rΔ , r will reach it; otherwise, r will 

move toward it by at least rΔ . 

 
Assumption 2: The amount of time required by a 
robot r to complete a cycle (wait-look-compute-move) 
is not infinite.  Furthermore, it is not infinitesimally 
small; there exists a constant ,0>rτ such that the 

cycle will require at least rτ  time.  

 
(2) Suzuki-Yamashita model  

In this model, each robot is able to sense its 
surroundings, perform computations on the sensed 
data, and move toward the computed destination. The 
behavior of a robot constitutes its cycle of looking, 
computing, moving and being active wait. We define 
an activation of a robot as follows: 
Activation. The sequence “Look- Compute- Move- 

Wait” is called the cycle of a robot. If one such cycle of a 
robot is executed, we call this one activation of a robot. In 
SYm model, time is represented as an infinite sequence 
of discrete time instants t0, t1, t2,…, during which each 
robot can be either active or inactive. In particular, the 
robots execute their activities of observation, computation 
and movement in instantaneous fashion, and thus, a robot 
observes other robots only when a cycle begins (i.e., 
when they are stationary). 

In SYm model, the robots are autonomous, in the sense 
that they cannot be distinguished by their appearance, and 
they do not have any kind of identifiers that can be used 
during the computation. Also, they cannot communicate 
with each other explicitly, the only way to communicate 
is by vision. The local view of each robot includes a unit 
of length, an origin and the directions and orientations of 
the two x and y coordinate axes. In particular, we assume 
that robots have a partial agreement on the local 
coordinate system. Specifically, they agree on the 
orientation and direction of one axis, say the y axis. Also, 
they agree on the orientation clockwise/counterclockwise. 
The robots are not oblivious, that means, they has 
memory to remember their past information. Also, in our 
model, a robot can see all the other robots in the 
environment since the local view of robots make robot 
network disconnected easily. 

 
B. Fault Tolerant Flocking Algorithms  
     As we know, there exist two fault tolerant flocking 
algorithms [39, 41]. In [39], the authors proposed a 
flocking algorithm based on CORDA model, and in [41] 
a semi-synchronous flocking algorithm is proposed. In 
these two algorithms, they only addressed crash failures. 
That is, a robot may fail by crashing, after which it 
executes no actions (no movement). A crash is permanent 
in the sense that a faulty robot never recovers. However, 
it is still physically present in the system, and it is seen by 
the other non-faulty robots. A robot that is not faulty is 
called a correct robot. 
 

(1) Flocking algorithm in CORDA model  
The variant of the problem in [38] requires that the 

robots form and move while maintaining an 
approximation of a regular polygon, in spite of the 
possible presence of faulty robots---robots may fail by 
crashing and a crash is permanent. Although they did 
consider the presence of a leader robot to lead the group, 
the role of leader is assigned dynamically and any of the 
robots can potentially become a leader. In particular, after 
the crash of a leader, a new leader must eventually take 
over that role. 

To the best of our knowledge, this work is the first to 
consider flocking of asynchronous (k-bounded) robots in 
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the presence of faulty robots. Here, “k-bounded” means a 
scheduler with which between two consecutive full 
activation cycles of the same robot, another robot can 
execute at most k full activation cycle.  With k-bounded 
scheduler, the paper [38] proposed a fault-tolerant 
flocking algorithm that allows a group of asynchronous 
robots to self organize dynamically to form an 
approximation of a regular polygon, and maintain this 
formation while moving. The algorithm relies on the 
assumption that robots' activations follow a k-bounded 
asynchronous scheduler, and that robots are non-
oblivious (i.e., have a limited memory of the past). 

This flocking algorithm allows correct robots to move 
in any direction, while maintaining an approximation of 
the polygon. Unlike previous works (e.g., [5], [12]), the 
algorithm is fault-tolerant, and tolerates permanent crash 
faults of robots.  
   The shortcoming of this algorithm is: the effectiveness 
of the algorithm relies on the precision of sensor and 
movement strongly. If there is any sensor or movement 
error, the algorithm will not work. Furthermore, if 
memory corruption has occurred in some robots, the 
whole robot cooperation will become failure.  Therefore, 
it still has long way to go in the real robot application.  

Another point that we mentioned is that in [38], the 
authors designed a perfect failure detector, which with 
very strong assumption that no robots can visit its and 
other robots past positions during “k(k+1)” activations. 
Furthermore, as we know from [40], there are eight kinds 
of failure detectors, among which the perfect failure 
detector is a reliable but very difficult to achieve.  

  
(2) Flocking algorithm in Suzuki-yamashita model [41] 

Initially, all robots are located on a regular polygon. 
The goal (requirements) of our algorithm is to maintain 
an approximation of a regular polygon, and to reform a 
new regular polygon with the correct robots in the 
absence of crash of robots during flocking. More 
interesting point of the algorithm is that it can make 
robots rotate freely. 

The main idea of this algorithm is as follows: 
 Assign a unique persistent rank for each robot by 

rank assignment module; 
 Select the correct robots by failure detector 

module; 
 Based on the rank of robots, select a unique leader 

from the set of correct robots; 
 Based on positions of the leader and the other 

correct robots, a robot computes the target 
position and moves to satisfy the flocking 
requirements. 

In [41], the flocking algorithm lifts the limitation of 
formation rotation in [39], yet in semi-synchronous 
model.  
In all, these two flocking algorithms addressed dynamic 

agreement problem and at the same time they tolerated 
the crash failure of mobile robots. All robots use the same 
algorithms but they can effectively coordinate each other. 
That would be very useful in the practical applications, 

like moving heavy objects in the places that is dangerous 
for human beings, or rescue people after earthquake.  

V. POTENTIAL RESEARCH DIRECTIONS  

From the analysis of the above fault tolerant flocking 
algorithm, we think there are following directions or 
requirements that can help to solve fault tolerance in 
robot flocking.  

 
(1)To avoid collision  
  There are two kinds of collisions that need to be 
considered, one is collision between robots, the other 
one is the collision between robots and obstacles if 
exist in the environment. Only some of work considers 
two kinds of collision together, such as [39].  
 
(2) To keep robot formation 
   That is robots need to keep the neighboring graph 
(also sensor or communication graph) connected 
during the entire execution of the algorithm. In some 
applications, a group of robots need to generate a 
desired formation during flocking by organizing by 
themselves.  Also, during moving, all robots need to 
maintain such desired formation to finish the specific 
tasks.  
 
(3) To find the weakest Failure detector 

        There are a lot of failure detection schemes [17] [18] 
that are explored in traditional distributed systems. 
Based on different model and assumptions, the 
implementation of failure detection schemes is 
different but the goal of them is to detect the other 
robots status (alive or crash).  

      The failure type of robots:  
          - Initially dead robot: A robot is called initially 

dead if it does not execute a single step of its 
local algorithm.  

          - Crash permanent: a robot is said to crash if it 
executes its local algorithm correctly up to 
some moment, and does not execute any step 
thereafter.  

           - Transient failure (crash recovery): in this case, a 
robot executes its local algorithm correctly, but 
there is a transient moment it can not work 
correctly, after that it recovers to correctly 
work.  

           - Byzantine failure: a robot is said to be Byzantine,  
if it executes arbitrary steps that are not in 
accordance with its local algorithm.  

        In most of work, they considered the crash 
permanent failure, in which once a robot crash, it will 
not move any more and stay its place for ever. So, the 
other interesting research topics would be to consider 
transient (crash-recovery) model or byzantine model. 
Also, there are some other failure models like: a robot 
can communicate with other robots but it can not 
move, or a robot’s communication ability is failed but 
still can move. Like that, different failure models will 
bring in different problems and result in different fault 
tolerant algorithms. It is also interesting to discuss the 
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possibility of designing flocking algorithm under the 
above failure models.  If possible, it is useful to design 
different failure detectors, such as eventually weak 
failure detector [17, 40], and to apply to robot flocking.  

 
(4) To investigate the “weakest” system model  

When a robot can communicate with the other 
robots by wireless communication or global position 
system, and if each robot has its identification, the new 
coordination algorithm will be designed based on such 
robot ability. However, the communication between 
robots may bring in the delay and communication is 
not reliable due to limited bandwidth, range and 
interferences, especially in harsh environments, it will 
be a challenge to design an efficient flocking algorithm.  

 
(5) Possibility of shape rotation in other models  

A shape rotation flocking presented [41, 42] 
consider a semi-synchronous model called Suzuki-
yamashita model with crash failure of robots, in which 
robots can crash but never recover. We know Suzuki-
yamashita model is a semi-synchronous model, in 
which robots execute their activations in atomic way. 
An interesting question is whether it is possible to find 
shape rotation solution in more complex models: 
CORDA model where robots are totally asynchronous, 
systems where robots can crash and recover, or 
systems with Byzantine robots. The CORDA model is 
weaker than SYm, that means, if one flocking 
algorithm can in CORDA model, it implies that it also 
can work in SYm model. That makes the algorithm 
more general and has wider applications. 

 
(6) Flocking with other failure detectors[42] 

 To design a fault tolerant algorithm, one important 
(core) question is to find a failure detect to distinguish 
the crashed processes and the correct ones. The fault 
tolerant robot research is no exception. In the presented 
fault tolerant flocking algorithms, a perfect failure 
detector is used by managing the moving of robots 
strictly. 

As we know, the perfect failure detector is very 
strongest among eight failure detectors. We could call 
perfect failure detector be reliable failure detector, 
since it always provide the correct results. One 
interesting questions is: what if using the unreliable 
failure detector, like S failure detector or <>S failure 
detector [40]. 

Also, in the existed work, the robot needs very strict 
movement restriction to make sure the perfect failure 
detector work well. To loose such movement 
restriction and at the same time to make sure the 
effective coordination of robots, an adaptive failure 
detector would be a good choice and could bring more 
effective coordination. 

VI. CONCLUSION 

In this paper, we first summarized the existed flocking 
approaches and analyzed their characteristics. Then we 
discussed the existed fault tolerant flocking algorithm and 

then explored the potential research directions about 
robots flocking for a group of mobile robots. Our work 
opened a lot of interesting research direction and be 
useful for the researchers to address this interesting 
flocking topic.  
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