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Abstract— Delay/disruption tolerant network adopts a store-
carry-and-forward mechanism, of which all the participants
are assumed to cooperate with one another in message
delivery, to overcome the challenges of the intermittent
connection and the time-varying network topology. Unfortu-
nately, there are always some nodes deviating from the rules
in order to save their own precious resources. To address the
selfishness and the security problems, we propose a secure
message transaction protocol for delay tolerant networks, in
which the messages are encrypted by the source nodes and
authorized by the TTP before they are propagated in the
networks. The signatures are aggregated sequentially by the
source node and the subsequent forwarders. The aggregated
signatures record the message delivery paths. By checking
the signatures aggregated so far, the intermediate nodes can
be sure of the message authenticity and decide whether to
deliver the messages to the next hops or not. Thus, the
free riding attacks and path forging attacks are prevented.
Furthermore, the payment mechanism of the proposed
scheme makes the participants have no incentive to launch
the collusion attacks in the path disclosure. In addition, the
hash binary tree is harnessed to decrease the number of
authorization times when fragmentation is invoked at the
source, and the relationship between the delivery overhead
and the authorization times is presented. In the proposed
scheme, the cipher computation and bundle envelopment can
be performed off-line, without the information of next hops,
while the DTN nodes are driving freely without any DTN
connections. Performance analysis and simulation results
prove that this off-line computing design is efficient in terms
of delivery ratio and delivery speed.

Index Terms— delay tolerant networks, incentive, secure,
message transaction, aggregate signature
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DELAY/disruption tolerant network (DTN) is a net-

work architecture working as an overlay above the

transport layers of the networks it interconnects, aiming

to solve the problems merged in challenging wireless

environments, such as inter-planetary networks, disaster

relief team networks and military Ad hoc networks [1].

Now, it is often deployed in other environments, such

as social networks [2] and vehicular networks etc. [3].

The common characteristics of these environments are 1)

mobile-end, 2) contacts unpredictable, 3)be short of or

limited network infrastructures, 4)lacking continuous end-

to-end connectivity, and 5)possible long round trip time

between the source and the destination [4].

In terms of the features mentioned above, the DTN

message transmission adopts a store-carry-and-forward

mechanism [5]. Messages are exchanged while there is

an opportunistic connection between two candidate nodes.

If it is not the destination of the messages, the message

receiver will store and carry the received messages until

the destination or the next nodes that may deliver the

messages to the destination are met. Then, the messages

are forwarded to the new encounters. Every node in

DTN plays roles not only as a terminal but also as a

router that is responsible for routing the messages to

the next hops. This kind of transmission mechanism is

based on the hypothesis that all the participants must

be credible and cooperate with one another. In other

words, every DTN node should act as a data router, which

stores, carries and forwards the messages for others in

the process of its movement. Unfortunately, there will

always be some selfish nodes or even malicious ones

who download messages from the networks only but

refuse to serve as routers in order to save their own

precious wireless network resources, like energy, storage

space and computation power [6], [7], which leads to

the sparsity of the intermediate forwarders and a worse

delivery ratio. Considering the worst case, all of the

participants do not deliver messages for others. And in

this case, the only way to transmit the messages will

be face-to-face with the source node and the destination

node themselves, of which the probability actually can
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be very small due to the intrinsic characteristics of DTN.

Hence, measures must be taken to overcome the sparsity

of the volunteer forwarders when the selfish or malicious

nodes exist. In other words, the free riding problem must

be solved before DTNs can be deployed commercially.

The straightforward method is to take the mandatory

or incentive schemes by giving the contributors some

rewards to encourage the nodes more collaborative on the

message delivery. Another feasible measure to overcome

the sparsity of the intermediate forwarders is to adopt the

epidemic routing algorithm which is robust to selfishness

and more reducing of delivery cost according to [8],

especially when the DTN nodes are deployed sparsely in

the networks. Furthermore, security is another important

issue in DTNs, since information transmitted over the

DTN could be sensitive [4] and the privacy should be

protected in some applications [9] [10]. Many approaches

have been proposed to address the aforementioned issues,

but don’t use the current existing heterogeneous wireless

network environment effectively. Nowadays, it is very

common that in DTNs, a DTN node is equipped with

multiple interfaces using different wireless technologies.

For example, in VANETs, a vehicle could be equipped

with both satellite communication system and dedicated

short range communication (DSRC) system, where the

DSRC system provides high data transmission ratio but

with a relative small communication range while satellite

communication can cover a much large area.

In this paper, we propose a secure transaction pro-

tocol to solve the selfishness and security problems in

a practical DTN. In this environment (see Fig.1), we

assume there exists two kind of wireless channels, the

long range narrow band (LRNB) channels between the

nodes and the base station (BP) or the access point (AP)

(e.g., cellular interface), and the short range broad band

(SRBB) channels between the node pairs (e.g., bluetooth).

The LRNB channels can be accessed from the nearby

access point (AP) and the SRBB channels are transient

and stochastic, existing while the DTN nodes are in a very

near area and can communicate with one another through

the SRBB signal. Authentication messages and payment

redeem messages are transmitted over the LRNB channels

and large volume data are propagated over the SRBB

channels hop by hop. We further assume the epidemic

routing algorithm is adopted to overcome the forwarder

sparsity problem. For example, we intend to transmit

a large volume of photos and videos to another place

without going there by ourselves. How can we complete

this task? One of the feasible methods is to propagate

the messages through the DTNs. We can transmit or

copy the messages to the persons who are equipped

with the DTN device and have the ability to deliver the

messages towards the destination subsequently. Before

sending the messages to the intermediate deliverer, some

sort of credential should be appended to the messages, by

which the intermediate nodes can identify the authenticity

of the received messages and decide whether to deliver the

received messages to the next hop or not. In addition, we

want to keep the messages confidential to the arbitrator

on the delivery path. Thus we must encrypt the messages

before sending them out.

In the proposed protocol, the messages are treated as

packages of post services. Before being propagated over

the networks, the messages are enveloped at the source

end and attached the post stamps signed by the third trust

party (TTP). On receiving the messages, the intermediate

nodes check their credentials, then they decide whether to

serve as a router or not. The delivery paths are recorded

by the sequential aggregated signatures. On the delivery

path, no one can read the content of the message as plain

text. After the messages get to the destination, the last

intermediate node is responsible for requesting the receipt

from the destination node and disclosing the delivery path

to TTP. Then, TTP can allocate rewards to the nodes on

the delivery path in terms of the volume of the messages.

In summary, the contributions of this paper are as follows:

1) We propose a secure transaction protocol for mes-

sage transmission in DTNs, which takes the aggre-

gate signature approach to record the delivery path.

2) We find the relationship between the number of

authorization rounds and the transmission overhead

when fragmentation is invoked at the source.

3) We present an incentive-compatible payment mech-

anism to stimulate cooperation and block free riding

attacks and collusion attacks. Further, the payment

mechanism is fair, where all DTN nodes partici-

pating in data forwarding are ensured to receive

their rewards due to the fact that TTP first checks

the sender’s credits and charges the sender before

authorizing the message sent.

The rest of the paper is organized as follows. In section

II, we describe the related works about incentive schemes.

Section III reviews the preliminaries that are referred to

in this paper. In section IV, we propose our transaction

protocol. Security is analyzed in section V. Performance

evaluation and conclusions are presented in section VI

and section VII, respectively.

II. RELATED WORKS

Recently, the free-riding problem in DTN has been

discussed widely. In 2009, Karaliopoulos, M. modelled

the message delivery and analyzed the performance of

two popular routing alternatives, the unrestricted and the

two-hop relay schemes, under the condition of nodes

selfishness [11]. It showed that the selfish behavior in

data forwarding can heavily affect the performance of

the networks, and suggested that some measures should

be taken to coordinate the cooperation of the nodes. In

2011, [12] investigated the impact of node selfishness on

multicasting. By modelling the message delivery process

with social selfishness as a two dimensional continuous

time Markov chain, [12] showed that different selfish

behaviors may have different impacts on different per-

formance metrics. In order to achieve a better network

performance, DTN message forwarding should be team-

work. However, the monitoring and coordinating of the
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forwarding behavior is a challenged problem due to the

inherent characteristics of DTN. In the very recent years,

a number of schemes and protocols have been proposed

intending to address this problem, which either try to

prevent the selfish behavior or to stimulate the cooperation

in data forwarding.

The selfishness-preventing methods have been investi-

gated in literature [13]–[15]. [13] studied both the quality-

of-service (QoS) trust properties (connectivity) and the

social trust property (honesty and unselfishness) in DTN.

By incorporating the two kinds of trust (QoS trust and

social trust) into the trust management for routing de-

cision, higher delivery ratio and shorter message delay

were able to be achieved without incurring high message

overhead. [14] proposed a modular solution, by which

the misbehaving nodes that did not forward packets to

save their own resources could be monitored, detected,

and isolated. In order to get better services from others

and not to be isolated, the DTN nodes had to behave

cooperatively. To drive DTN nodes to cooperate one

another for their own interest optimization, [15] proposed

Pay-for-Gain (PFG) method, which harnessed the game

theory and loan-credit theory to investigate an equilibrium

point that optimized the nodes’ interest.

However, it is very difficult to monitor and detect the

selfish behaviors due to a lack of network infrastructure

and opportunistic connectivity. Therefore, a large number

of incentive schemes, intending to stimulate the partici-

pants to cooperate, have been proposed. In 2007, Buttyan

et al. put forward a barter based method to discourage

selfish behavior and stimulate cooperation among nodes

in the applications of personal wireless communications

[16]. In their scheme, the message holder asked a certain

number of rewards from the next receivers before deliver-

ing the held message to them. On receiving the message

at last, the destination node recovered the rewards from

TTP, which was responsible for the rewards allocation

and arbitration. A similar barter scheme was proposed

in [17], in which a DTN node received a bundle from

another DTN node only if it also provided a bundle in

return at the same time. With the help of these barter

mechanisms, the baleful impact of selfish behavior on the

DTN performance can be eliminated.

In [18], an incentive mechanism of tit-for-tat was

discussed. By incorporating generosity and contrition, the

bootstrapping and exploitation problems were addressed

and an incentive-aware routing protocol was presented,

which allowed selfish users to adaptively optimize their

individual performance subjecting to TFT constraints.

Srinivasan [19] studied the selfish problem in publish-

subscribe framework and proposed a cost model based

incentive scheme encouraging data forwarding in publish-

subscribe framework, in which the receivers took the

message on if they were willing to carry it. It suggested

that the cost model based strategy could maximize total

utility by encouraging selfish nodes to participate in

carrying the message.

The layered-coin based incentive schemes were re-

searched in [7], [20]. In [7], Zhu et al. proposed a

multilayer credit based incentive scheme. In their scheme,

the information of the intermediate nodes on the delivery

path was injected into a multilayered coin capable of

being recovered by the destination node. Thus the in-

termediate relay nodes were rewarded. By attaching an

incentive on the sending bundle, the incentive mechanism

of [20] could stimulate the selfish nodes to cooperate

in message delivery. In these schemes, the information

of the next hop must be recorded in the current layer,

thus the layered coins have to be generated online, which

maybe affect the network performance, especially when

concurrent connections occur.

Li et al. [21] studied the routing socially in DTNs,

and proposed a social selfishness aware routing (SSAR)

algorithm. By considering both of the willingness and the

connection opportunity of a forwarder, a forwarding strat-

egy that is better than purely contact-based approaches

could be made. Leveraging the game theory, [3] and [22]

designed the incentive data forwarding scheme for mobile

wireless networks of selfish individuals. After several

rounds of games, a Nash equilibria among selfish nodes

could be established, thus they had no interest to deviate

the rules.

Different from the previous works, we proposed a end-

to-end secure transaction protocol for message delivery

in DTN. The proposed method treats the message as the

package of the post services. The candidate messages

are enveloped and attached stamps. In this way, the

intermediate forwarders are able to verify the authenticity

of the messages but not able to read enveloped messages.

The delivery paths are recorded by aggregated signatures

and disclosed by the last mediate forwarders. Incentive

rewards are allocated by the TTP. Path forging attacks

and free riding attacks are thwarted by the sequential

aggregated signatures. The payment mechanism proposed

in this paper make the participants have no incentive to

launch the collusion attacks.

III. PRELIMINARIES

In this section, we review bilinear maps and the se-

quential aggregate signature briefly. For more detail about

these preliminaries, see [23].

A. Bilinear maps

Let G and GT are multiplicative cyclic groups of prime

order p, and g is the generator of G. We say e : G×G→
GT is an efficiently computable map, and G is bilinear

group, if they satisfy the following conditions:

• G and GT are both equipped with an efficiently

computable multiplicative operation.

• Bilinear: ∀ u, v ∈ G and ∀ a, b ∈ Z, e(ua, vb) =
e(u, v)ab;

• Non-degennerate: e(g, g) ̸= 1.

• Symmetry: e(ga, gb) = e(g, g)ab = e(gb, ga)
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B. Aggregate Signature

An aggregate signature scheme is a digital signature

which enables us to compress a list of distinct signatures

into one signature. Any verifier can be convinced of

the correctness of all the signatures by verified only

once. One aggregate mechanism is general aggregation,

in which n distinct signatures σ1, σ2, · · · , σn on the

same message m are aggregated into one signature σ
or they are aggregated incrementally, such that σ1 and

σ2 are aggregated into σ12, σ12 and σ3 are aggregated

into σ123, and so on. The other aggregate mechanism is

sequential aggregation. Different from the general aggre-

gate signature, the sequential aggregate signature can only

be performed during the signing process. Thus, user 1
generates σ1 by signing message m1, user 2 aggregates

σ1 and message m2 into signature σ2, user 3 aggregate

signature σ2 and message m into signature σ3, etc. Hence,

the sequential signature has an explicit signing order of

the signers. Here, we only briefly review the sequential

aggregate signature scheme [23] that is used in this paper

in the following paragraphs of this subsection.

A sequential aggregate signature scheme (see [23])

works as follows:

1) Initialization: Let G and GT are bilinear groups

with the common prime order of p. e : G×G→ GT

is a bilinear map. u, v and g are generators of group

G. H1:{0, 1}∗→ G and H2:{0, 1}∗→ Z
∗
p are hash

functions. The system chooses a random α∈ZP and

computes gα. The system publishes the parameters

(p,G,GT , e, u, v, g, g
α,H1,H2) as its public key,

and keeps α secret as its private key.

2) Registration: On receiving the registration request

of user i with the input IDi, system computes

H1(IDi)
α and issues it to user i securely. Here,

H1(IDi)
α serves as the private key of node i

corresponding to its public key, IDi.

3) Signing: On inputs private key skIDi , mi,

((ID1,m1), (ID2,m2), · · · , (IDi−1,mi−1)), σ (σ
is the signature aggregated so far.), σ is parsed

as (X,Y, Z), (For the first signer, σ is de-

fined as (1G, 1G, 1G)). Then, the signing algorith-

m chooses a random r ∈ Zp. Let sj denotes

ID1||m1||ID2||m2|| · · · ||IDj ||mj , j ≥ 1, the sign-

ing process is as follows:

a) X ← X · ur
∏i

j=1 H2(sj) ·H1(IDi)
α

b) Y ← Y H2(si)
−1 · vr ·H1(IDi)

α

c) Z ← ZH2(si)
−1 · gr

Finally, the tuple (X,Y, Z) is outputed as the new

aggregated signature. Therefore, the format of an

aggregate signature is as follows: σ = (X,Y, Z),

where,

X =

n∏
i

uri
∏i

j=1 H2(sj) ·H1(IDi)
α

Y =
n∏
i

(vri ·H1(IDi)
α)(

∏n
j=i+1 H2(sj))

−1

Z =
n∏
i

gri·(
∏n

j=i+1 H2(sj))
−1

4) Verification: On inputs pkT , (ID1,m1), · · · ,
(IDn,mn) and the signature σ, the verification

algorithm executes as follows:

a) The algorithm first checks the repeatability of

the IDs. It returns 0 if not all the IDs are

distinct.

b) The algorithm parses σ as (X,Y, Z) and com-

putes q= e(
∏n

i H1(IDi)
(
∏n

j=i+1 H2(sj))
−1

, gα)
c) The system checks if

e(Y, g)
?
= e(v, Z) · q. (1)

If not, the algorithm returns 0. Else, goes to

the next step.

d) The algorithm computes Z
′
= Z

∏n
i=1 H2(si)

and verifies if

e(X, g)
?
= e(Z

′
, u) · e(

n∏
i

H1(IDi), g
α)).

(2)

If it is true, the algorithm returns 1. Else, it

returns 0.

C. Identification Based Encryption

1) Encrypt: For a given message M, the encryption

process works as follows:

a) The encryptor chooses a random r ∈ Z
∗
p and

computes

C1 = gr (3)

b) The encryptor computes gID =

e(H1(ID), gα);
c) The encryptor computes

C2 = M ⊕H3(g
r
ID) (4)

where H3 : GT → {0, 1}∗ is a hash function.

The ciphertext of M is C=(C1, C2).
2) Decrypt: On inputs C and sk, the decryption of

cipher-text C works as follows:

a) The decryptor parse C as (C1, C2);
b) The decryptor computes

M = C2 ⊕H3(e(sk, C1)) (5)

For more detailed information about this encryption

scheme, see [24].
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Figure 1. Network model. Dotted line denotes wireless signals.

IV. THE PROPOSED SCHEME

In this section, we formally describe the proposed

transaction protocol. In Section IV-A, we introduce the

network model and assumptions. Section IV-B defines

terminologies and notations used in the proposed protocol.

In section IV-C, we present the basic transaction protocol

without fragmentation. Fragmentation of the proposed

transaction protocol is discussed in Section IV-D.

A. Network Model and Assumptions

We envision a DTN composed of vehicles in a city. In

this environment there are two kinds of communication

channels. One is the LRNB channel between a base

station(BS) (or AP) and a vehicle, such as GSM and

GPRS, and the other is SRBB channel existing between

two vehicles, such as Bluetooth and 802.11b see Fig.1.

The former is called B2V communication which always

exists and the later is called V2V communication which

occurs while one DTN node falls in the other’s local

broadband wireless communication area. The message is

transmitted between two vehicles over the SRBB channels

by store-carry-and-forward mechanism. Small volume da-

ta of authentication are transmitted between a BS and a

vehicle over the LRNB channels once in a while.

We further assume that every DTN node has the

process ability to perform cryptography computation and

an unique ID as its public key. In practice, the public

key may be a transformed format of the ID, for example

a hash value of it. Here we use the ID as public key

directly for convenience in description in this paper.

B. Terminologies and Notations

We define the following new notation before we discuss

the basic transaction protocol.

1) DTN node: refer to the car with a DTN modular;

2) E(·): symmetric algorithm;

3) m: message that will be transmitted;

4) Ek(m): encrypts message m using symmetric al-

gorithm with secret key k;

5) H0(·): {0, 1}∗ → {0, 1}τ and H3(·) : GT →
{0, 1}∗ are hash functions;

6) IDi: the identity of node i, specifically, ID0, ID1

and IDn denote the identity of the TTP, the identity

of the source node and the identity of the destination

node, respectively; We use IDT and ID0 denote the

identity of TTP interchangeably in different context;

7) K: the key space of a symmetric algorithm;

8) ttl: life time of the data to be transacted;

9) L(m): the length of the message m;

10) λ: the transaction price of per unit length of the

message;

11) O: transaction number;

C. Transaction Protocol

The proposed transaction protocol has four phases

which are Initialization, Registration, Authorization, Prop-

agation and Payment.

1) Initialization: In this phase, system generates

the parameters and the master key of TTP. To do

this, TTP runs the initialization algorithm of the ag-

gregate signature and outputs the public parameters

(p,G,GT , e, u, v, g, g
α,H1,H2). The master secret key

of TTP is α. Additionally, TTP generates the signing key

H1(ID0)
α for himself.

2) Registration: Before access the DTN services, every

DTN node needs to register to TTP. On receiving the reg-

istration request of node i, TTP computes H1(IDi)
α and

issue it as a private key to node i securely. Correspond-

ingly, IDi acts as the public key. In practice, the public

key may be a variation of IDi in forms, such as the hash

value of it. To facilitate description, we regard IDi as the

public key of node i in this paper. As an optional way,

the public parameters (p,G,GT , e, u, v, g, g
α,H1,H2) of

the system may load to the DTN node in this step.

3) Authorization: This phase performs the authoriza-

tion of the message to be transmitted. The source node re-

quests TTP for message transaction authorization over the

LRNB wireless channel. On receiving the data transaction

request, TTP checks the account of the source node or

destination node in terms of the specific payment policy.

If there is enough money remained on the account of

the source/destination for this transaction, TTP will au-

thorize this transaction by issuing an authenticator to the

requester. Otherwise, TTP will not accept this request by

replying a deficit message. For security and transmitting

overhead consideration, only the necessary information of

authorization should be passed through the narrow band

authentication channel. Specifically, the plain-text should

not be disclosed to TTP in the authorization process for

privacy. Formal description of this process is as follows.

1) The source node chooses a random number r′1, r
′′
1 ∈

Z
∗
p, K ∈ K and computes

c0 = EK(m), (6)

gID = e(h1(IDn), g
α), (7)

c1 = gr
′′
1 , (8)

c2 = K ⊕H3(g
r′′1
ID). (9)

where (c1, c2) is the cipher text of K. Let c denote

c0||c1||c2.
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2) The source node signs ID1||M ′
1, where

M ′
1=ID1||IDn||H0(c)||L(c)||ttl, as follows:

a) X ← ur′H2(ID1||M ′
1) ·H1(ID1)

α

b) Y ← vr
′ ·H1(ID1)

α

c) Z ← gr
′

The signature σ is (X,Y, Z).
3) The source node send the R=(M ′

1, σ, t1) to the TTP

over the LRNB channel, where t1 is the time stamp.

4) On receiving the request R, the TTP fist parses R
as (M1, σ, t1). Then it compares the system time t
with t1. Checks if t − t1 < ∆t. If it true, goes to

next step, else rejects it.

5) TTP parses σ as (X,Y, Z) and computes:

q=e(H1(ID1)
(H2(ID1||M ′

1))
−1

, gα). The system

checks

e(Y, g)
?
= e(v, Z) · q. (10)

If not, TTP rejects this request. else, the algorithm

computes Z
′
= ZH2(ID1||M1) and verifies

e(X, g)
?
= e(Z

′
, u) · e(H1(ID1), g

α)). (11)

If not, TTP reject this request, else goes to next

step.

6) TTP checks if ωIDi ≥ λ ·L(c). If it is true, goes to

the next step, else rejects this request. In order to

check the account balance, TTP may need to access

the bank net work.

7) TTP chooses a random r0 ∈ Z
∗
p and generates the

authenticator of this transaction as follows:

a) M0=O||ID1||IDn||H0(c)||L(c)||ttl
b) X ← ur0H2(ID0||M0) ·H1(ID0)

α

c) Y ← vr0 ·H1(ID0)
α

d) Z ← gr0

The authenticator σ0 is (X,Y, Z).
8) TTP replies the source node with M0||σ0||t0, where

t0 is a time stamp.

9) On receiving the response, the source node first

checks its freshness. If t − t0 < ∆t. If not, halts

this transaction and requests for authorization again,

else, goes to next step.

10) The source node verifies the signature of

TTP. It parses σ0 as (X,Y, Z) and computes:

q=e(H1(ID0)
(H2(ID0||M0))

−1

, gα). The system

checks

e(Y, g)
?
= e(v, Z) · q. (12)

If not, the source node breaks this request. else,

computes Z
′
= ZH2(ID1||M1) and verifies

e(X, g)
?
= e(Z

′
, u) · e(H1(ID0), g

α)). (13)

If not, the source node breaks this request, else goes

to next step.

11) The source node generates the aggregate signature

based on signature aggregated so far, i.e. σ0. First,

the source node choose a random r1 ∈ Z
∗
p and parse

σ0 as (X,Y, Z). Then it executes:

a) sj = ID0||M0|| · · · ||IDj ||Mj , j = 0, 1,

M1 = T1, T1 is the current time.

b) X ← X · ur1H1(s0)H2(s1)) ·H1(ID1)
α

c) Y ← Y H2(s1)
−1 · vr1 ·H1(ID1)

α

d) Z ← ZH2(s1)
−1 · gr1

The aggregate signature σ1 is (X,Y, Z).

4) Propagation:
1) The source node delivers the message

ID0||M0||ID1||M1||σ1||c to the networks.

After several rounds propagation and signature

aggregation, the message takes the form as

ID0||M0|| · · · ||IDi−1||Mi−1||σi−1||c.
2) On receiving the message, ith node parses the mes-

sage as (ID0,M0, · · · , IDn−1,Mn−1, σn−1, c
′),

then parses M0 as (O, ID1, IDn,H0(c), L(c), ttl).
It compares the destination ID with its own. If they

are identical, goes to step 8), else puts the message

into a temporary buffer for the time being. In the

interval time before meets other nodes, ith performs

the verification. It follows the next steps:

a) Checks the distinction of the IDs. If they are

distinct each other, goes to the next step. Else,

breaks and discards the message.

b) Checks if H(c′) = H0(c), ttl < Ti, and

L(c′) < L(c), Ti is the current time. If

not, breaks this verification and discards this

message. Else, goes to next step.

c) Let sj = ID0||M0 · · · ||IDj ||Mj , j >

0, q=e(
∏i−1

k H1(IDk)
(
∏i−1

j=k+1 H2(sj))
−1

, gα).
Parses σi−1 as (X,Y, Z). and checks if

e(Y, g)
?
= e(v, Z) · q. (14)

If not, it breaks and discards the message.

Else, it computes Z
′
= Z

∏i−1
k=1 H2(sk) and

verifies if

e(X, g)
?
= e(Z

′
, u) · e(

i−1∏
k

H1(IDk), g
α)).

(15)

If it is true, goes to the next step to aggregate

new signature. Else, breaks and discards this

message.

3) On inputs IDi and Mi, where Mi is the cur-

rent time. ri ∈ Z
∗
p is a random. Let sj denote

ID0||M0||ID1||M1|| · · · ||IDj ||Mj , j ≥ 0, the ag-

gregate process of node i is as follows:

a) X ← X · uri
∏i

j=1 H2(sj) ·H1(IDi)
α

b) Y ← Y H2(si)
−1 · vri ·H1(IDi)

α

c) Z ← ZH2(si)
−1 · gri

The aggregated signature σi so far is (X,Y, Z).
The format of message to be propagate is

ID0||M0|| · · · ||IDi|Mi||σi||c. With the enveloped

message in hand, the intermediate forwarder exe-

cutes the next step.

4) On encountering the next neighbor, the message

carrier compare the IDn in M0 with the identity

of the encountered neighbor, if they are identical,

goes to step 5, else propagates the message to the

encountered neighbor.
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5) The message carrier sends receipt request req to

the destination, where req = O||IDi||tr, tr is the

current time of the system.

6) On receiving the receipt request, the destination

compare the system time t and tr. If 0 < t− tr <
∆t, it choose a random number rd and signs the

receipt rec, where rec = cr||IDi||tr||td, as follows:

a) Xr ← urdH2(IDn||rec) ·H1(IDn)
α

b) Yr ← vrd ·H1(IDn)
α

c) Zr ← grd

Then the destination replies the forwarder with

the receipt and the signature rec||σr, where σr =
(Xr, Yr, Zr). Else, the destination rejects this re-

quest.

7) On receiving the receipt and its signature, the

forwarder i verifies the signature. If it is true, the

forwarder deliver the carried message to the desti-

nation, else, doest not launch message transmission.

8) The destination node accepts the message and per-

forms the following verification.

It first parses the message as

(ID0,M0, · · · , IDn−1,Mn−1, σn−1, c), then

parses M0 as (M0=O, ID1, IDn,H0(c), L(c), ttl).
let sj=ID0||m0||ID2||m2|| · · · ||IDj ||mj . q=

e(
∏n−1

k H1(IDk)
(
∏n−1

j=k+1 H2(sj))
−1

, gα). Check if

e(Y, g)
?
= e(v, Z) · q. (16)

If not, breaks and discards the message. Else, com-

putes Z
′
= Z

∏n−1
k=1 H2(sk) and verifies if

e(X, g)
?
= e(Z

′
, u) · e(

n−1∏
k

H1(IDk), g
α)). (17)

If it is true, goes to the next step. Else, it breaks

and discards this message.

9) On inputs IDn and Mn, where Mi is the cur-

rent time. rn ∈ Z
∗
p is a random. Let sj denotes

ID0||m0||ID2||m2|| · · · ||IDj ||mj , j ≥ 0. The des-

tination node computes:

a) X ← X · urn
∏n

j=1 H2(sj) ·H1(IDn)
α

b) Y ← Y H2(sn)
−1 · vrn ·H1(IDn)

α

c) Z ← ZH2(sn)
−1 · grn .

The aggregated signature σn so far is (X,Y, Z).
The destination sends σn to the node that just

transmitted the message. ( σn will be submitted to

the TTP with the receipt by the last forwarder for

its reward.)

10) The destination node parses c as (c0, c1, c2) and

decrypts c0, c1 and c2 as follows:

K = C2 ⊕H3(e(skIDn , c1)) (18)

m = DK(c0). (19)

As so far, the destination node has gotten the plain-text

sent by the source node. Next, we discuss the payment

mechanism.

5) Payment: In this part, we discuss how to reward the

relay nodes that has contributed to this message delivery.

However, it is not a trivial matter in such a challenged

network environment since the rewarding mechanism has

a very important impact on the enthusiasm of DTN nodes.

In previous works, such as the mechanism of [3], the

disclosure of delivery paths depends on the destination

node. In the proposed scheme, it is the last delivery node

that is responsible for the aggregate signature submitting.

The aggregate signature records the message delivery

path. As long as a node lies in the paths of message

delivery from the source to the destination, which is

completed with the life time of the message, ttl, it

should be regarded as a contributor that has completed

the transfer task on time and should be rewarded. But,

in order to encourage the DTN nodes to forward the

carried messages as quickly as possible, it is reasonable

that only the first finished one or several paths is awarded.

However, it is possible for the source node to collude

with the destination and the last forwarder. Assume w0

and n denote the total payables of this transaction and

the nodes on the delivery path including the source and

the destination, respectively. Each node on the delivery

path except the source should receive w0

n−1 $. However,

if the source node colludes with the last delivery or the

destination by giving them w0

n−1 + δ $, δ > 0, they may

be breaks the protocol by give up aggregate signature

submitting or refuse signing the receipt. Accordingly, the

source node can get w0−
(

w0

n−1 + δ
)

$ by this collusion.

In order to defeat this kind of collusion attacks, some

mechanism should be designed to ensure the money they

gotten by collusion is no more than they act honestly. To

achieve such a goal, TTP pre-charged the source node

∆w0 $ and the destination node ∆w1 $, respectively.

In addition, to prevent the destination node signing an

obsolete transaction to win a contributing reward, the

destination node will be charged w1 $ per transaction.

1) To prevent the source node colludes with the desti-

nation node, ∆w0 ≤ ∆w1 should hold.

2) To stop the destination node from colluding with

the last forwarder, w0 ≤ ∆w0 should hold.

3) To block the destination node sign an obsolete

transaction, w0

n−1 +∆w1 ≤ w1 should be true.

From the above rules, we get the condition of the

preventing collusion attacks as follows:{
∆w0 ≤ ∆w0 ≤ ∆w1

w0

n−1 ≤ w1 −∆w1

(20)

For example, we assume w0 = 9, ∆w0 = 10, w1 =
14, ∆w1 = 11, and n = 4. TTP pre-charges the source

node 10 $ and the destination node 11 $, respectively.

After the delivery path is disclosed, the actual payment

of the source node is 9 $, which will be allocated to the

message forwarders and the destination node averagely

(Each forwarder and the destination node will be awarded

3 $.). The overcharged 10− 9 = 1 $ will be return to the

source node. The payables of the destination is 14 $ for
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TABLE I.

EXAMPLE OF PAYMENT

Source Forwarder Destination

Pre-charge 10 0 11
Actual Payment 9 0 14

Award 0 3 3
Balance 1 3 0

   R

V11 V12

V21 V22 V23 V24

C1 C2 C3 C4  C5 C6 C7 C8

V21=H(C1||C2)

V11=H(V21||V22)

R=H(V11||V12)

V12=H(V23||V24)

V24=H(C7||C8)
V22=H(C3||C4)

V23=H(C5||C6)

Figure 2. . Ci is the hash value of fragment ci.

receiving its messages. Because it has been pre-charged

11 $ and will be awarded 9
3 = 3 $ for its contribution in

path disclosure, the destination node has 11 + 3 = 14 $

holding by the TTP, which just can be used to pay for the

receiving message (See TABLE.I).

There are many methods about reward distribution

among the relay nodes on a given path. The simplest

one is average allocation, such as applied in our scheme.

If the holding time and carrying distance are taken into

consideration, the problem becomes very challenged and

may be left as an open problem.

D. Fragmentation

If the size of the message to be propagated is larger

than the average buffer size of DTN nodes, fragmentation

will occur at the source side. Every fragment should

be authorized by the TTP before being forwarded in

the networks. A naive scheme is fragment by fragment

authorization. However, this will lead to traffic congestion

between the TTP and source nodes. It may be resulted in

DDOS attack to TTP in the worst case. Thus, we must

try to reduce the connections. In this paper we harness

Merkle tree [25] to achieve such a goal.

We assume the size of the cipher text and its every

fragment are L and l, respectively. Thus, the cipher text

is split into ⌈Ll ⌉ fragments, denoted as N . Let c =
c1||c2|| · · · ||cN , where c and ci are the cipher text and

its fragment, respectively. We build our Merkle tree as

follows:

1) the value of the leaf nodes Ci = H(ci), i =
1, 2, · · · , N ;

2) the value of the internal nodes V =
H(LeftSon||RightSon).

As shown in Fig.2, we built a Merkle tree of height

3. With this binary hash tree, we are able to authorize

these 8 fragments by submitting the root, R to TTP for

authorization rather than submitting all the hash values of

the fragments one by one, which, however, will introduce
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Figure 3. Relationship between the transmission overhead and the
authorization times.

some transmitting overhead into DTN. For example, in

order to verify the authority of c3, c3 must be propagated

along with C4, V21 and V12. Specifically, we can replace

H0(c) and L(c) with R and l+∆ in the proposed protocol

respectively, where ∆ is the size of additional hash values

that must be transmitted along with a specific fragment.

Generally, N fragments can generate N
2h

Merckle tree,

where h is the height of the tree. The transmitting

overhead of a fragment is h hash values. The total

transmitting overhead of a Merckle tree is h ∗ 2h. Hence,

total transmitting overhead f of N fragments is

f = h · 2h · N
2h

= h ·N. (21)

On the other side, it needs µ times authorization, where

µ =
N

2h
. (22)

With equation (21) and (22), we can get relationship

of f and µ, see Fig.3.

f = h ∗N = log2
N

µ
·N = (log2N − log2µ) ·N (23)

From Fig.3 and equation (23), we can see the trans-

mission overhead increase quickly with the decrease of

the number of authorization times. In practice, we can

find a balance between the transmission overhead and the

number of authorization times in terms of this relational

expression (23).

V. SECURITY ANALYSIS

In this section, we analyze the security of the proposed

protocol.

Firstly, the messages are encrypted using a symmetric

cryptographic algorithm at the source end, c0 = EK(M).
The encryption key K is encrypted using asymmetric

algorithm with the public key IDn of the destination

node, c1 = gr
′′
1 , c2 = K ⊕ H3(g

r′′1
ID), where gID =

e(h1(IDn), g
α). Therefore, only the destination node of

the messages can recover the encrypted messages. Any

intermediate node can not get the plain-text content of
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the encrypted messages. In addition, only the hash values

h0(c) of the cipher-text are sent to the TTP for authoriza-

tion. The TTP is blind to what it has signed. Hence, the

proposed protocol achieves end-to-end security.

Secondly, the messages are signed by the TTP before

they are propagated over the networks. The signatures

signed by TTP are aggregated by the source node and the

intermediate nodes along the delivery path sequentially.

On receiving the messages, intermediate nodes can decide

whether to act as a router for the messages in terms

of the authority of messages and the remained amount

of the payer by once signature verification. Hence, the

free riding problems are addressed. In the verification,

the order and the distinction of the IDs of the deliverer

are checked. If a forwarder injects its own ID more

than once in the delivery path by aggregating the same

signature repeatedly, it can be detected in the verification.

In addition, unless the aggregated signature is cracked,

the forwarder can not remove an existing node from the

delivery path. Therefore, the authenticity of the delivery

path can be hold. No one can forge a path by inserting or

removing a node into the legitimate delivery path. Thus,

the path forging attacks are thwarted.

Thirdly, the TTP pre-charged the source and the desti-

nation some extra money according to the conditions in

inequality given in (20), which makes the source node and

the destination node have no interest to launch collusion

attacks. If the message does not arrive the destination

before the time set in ttl, there will not be any legitimate

declaration for reward since any right declaration must

be followed a receipt signed by the destination. If the last

forwarder collude with the source or the destination, the

other peer will be deducted the pre-charged extra money.

Else if the source, the destination and the last forwarder

collude together, the current specific delivery path will be

abandoned. However, the destination is blind to the order

number of the coming message when it signs the receipt

which is encrypted by the last forwarder with a random

key. Hence, there will be subsequent last forwarders that

can receive the receipts from the destination and disclose

the delivery paths along which the same message is

propagated. Therefore, the collusion attacks can also be

defeated.

In summary, the proposed protocol is a end-to-end

secure and can prevent three kinds of attacks, the includ-

ing free riding attacks, the path forging attacks and the

collusion attacks.

VI. PERFORMANCE EVALUATION

In this section, we evaluate our protocol and analyze

how the cipher computation duration affects the transmis-

sion performance in terms of delivery ratio. To do this

evaluation, we modified TheOne [26] simulator by inte-

grating cipher computation duration into it. Let’s suppose

that the cipher computation duration of the protocol is

tc, message is received at time tr, and other DTN nodes

are encountered at time te. The algorithm for this cipher

computation is as algorithm 1.

TABLE II.

PAIRINGS AND EXPONENTIATION IN THE PROPOSED SCHEME

Pairing or Exponentiation Signing Verification

pairing 0 5
exponentiation of fix point 5 0

exponentiation of random point 3 3
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Figure 4. Impact of Cipher Computation.
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Algorithm 1 Cipher Computation Overhead Processing

Require: tc, tr, te
Ensure: Online cipher computation duration to

1: tr = the time at which message was recieved

2: te = the time at which other DTN nodes is encoun-

tered

3: if (tc > (te − tr)) then

4: to = tc − (te − tr)
5: else

6: to = 0
7: end if

From algorithm 1, we can see that online cipher

computation duration to is decided by how long the

DTN node free driving is, during which there is not

any suitable node is met to which the holding messages

can be forwarded. In the scenario that DTN nodes are

sparse, connections are build up when one node falls the

communication area of others occasionally. In this case,

DTN nodes are free driving without connections with

others in most of the time. The free time duration is very

suitable for cipher computing including authentication

verification and construction of authentication bundles.

If a design has the metric by which the authentication

and new construction of authentication bundles can be

done without the knowledge of the next neighbors, all

the cipher related computation can be executed on the

free driving time. Otherwise, cipher computation has to be

done after connections have been built up. But, this will

heavily affect the performance of the message delivery

ratio. As message transmitting begins only after the cipher

related operations are finished. Let v denote the message

transmission speed, v ∗ tc is amount of data that is

delayed in every connection by cipher computation online.

Therefore, the parameter tc heavily affects the message

delivery ratio in DTNs. The impact of cipher computation

time is illustrated in Fig. 4. From the figure, it can be seen

that the delivery ratio decreases with the computation time

increasing. Considering tc will increase linearly with the

number of concurrent connections, the message delivery

ratio can be heavily affected if concurrency connection oc-

curs frequently. Thus, when a given DTN node encounters

several nodes at the same time, the cipher computation

time becomes very sensitive to the delivery ratio because

the connection time may be very limited and the nodes

must exchange messages as soon as possible.

In our scheme, all the computation can be done in the

duration in which the DTN nodes drive freely without

any connections, since the delivery path can be recorded

without the knowledge about the next neighbors. The

nodes can using the precious connection time to exchange

the prior enveloped messages without extra computation.

Online computation occurs only if tc > te − tr and the

online computing time is tc − (te − tr) rather than tc.

By the algorithm 1, we run our protocol in the modified

TheOne simulator. Main parameters are listed in the table

III. The simulation results in terms of delivery ratio and

TABLE III.

SIMULATION PARAMETERS

Parameters Values

movementModel ShortestPathMapBasedMovement
router EpidemicRouter

btInterface.transmitSpeed 250 Kilobyte
btInterface.transmitRange 10 Meters

High transmitSpeed 10 Megabytes
High transmitRange 100 Meters

bufferSize 5 Megabytes
nrofHosts 50

tc 0.3 Seconds

delay cumulative probability are shown in Fig.5 and Fig.6,

respectively.

According to [27], a Tate Pairing of characteristic two

can be computed in 32.5ms if the large prime order

l = 2241 − 2121 + 1 on field F2241 . A exponentiation

of a fixed point and a random point can be achieved

in 7.79ms and 26.93ms [28], respectively. The number

of pairing and exponentiation is concluded in table II.

The main computation time is spent on the calculation

of pairing and point exponentiation. From the table II,

we can estimate that the main computation time tc is

32.5 ∗ 5 + 26.93 ∗ 3 + 7.79 ∗ 5 ≈ 0.3s.

As shown in Fig.5, the whole delivery ratio comes to

be stable after two hours. The delivery ratio is about 30%

in the stable state. It can also be seen from the chart that

the delivery ratio of the proposed protocol, which has

an offline cipher computing, is slightly higher than the

protocol with an online cipher computation. Furthermore,

if concurrent connections are considered, the greater the

number of the concurrent connections is, the more time

spent on cipher computation appears. As illustrated in

Fig.4 the delivery ratio of the online computing protocol

is decline quickly with the increase of the time spent

on online computation. Hence, the delivery ratio of the

online computing protocol will decrease with the increase

of the number of concurrent connections. Thus, the metric

of the proposed protocol with offline computing is more

obvious.

Fig.6 shows the cumulative probability of message

delay in the simulations. It can be seen from the figure that

the cumulative probability of offline computation is higher

than the cumulative probability of online computation

while the delay time is lower than 2.5h. But while the

delay time is higher than 2.5h, the cumulative probability

of offline computation tends to be lower than the cumula-

tive probability of protocol with online computation. This

shows that the average message delay of the protocol with

offline computation is smaller than that of the protocol

with online computation.

VII. CONCLUSIONS

In this paper, we propose a secure message transaction

protocol with an incentive payment mechanism for mes-

sage transmission in delay tolerant networks. The protocol

is end-to-end secure, incentive compatible and off-line

computed. Simulation results show that this design in-

creases the delivery ratio and delivery speed. In addition,
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three kinds of attacks (the free riding attacks, path forging

attacks and the collusion attacks) are prevented.

Moreover, we propose the authorization methods based

on authentication hash tree which can decrease the num-

ber of communications over the LRNB channels when

fragmentation is revoked. The relationship between the

delivery overhead and the number of authorization times,

proposed in this paper, can be used to make the tradeoff

between the delivery overhead and the number of com-

munications over the LRNB channels.

Further more, the messages are encrypted and au-

thorized only once at the source end. In the messages

propagation, it does not need to contact to the TTP.

Therefore the proposed protocol can be deployed in the

network environments in which the BSs or APs are very

sparse.
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